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Ah!!//Y/cl-  ‘1’hc D e e p  S p a c e  Onc (IM 1 )
mission, schcclL]lccl  to fly in 1998, will bc the
first NASA spacccratl to feature an on-board
I)lanncr. ‘1’hc planner is part of an artificial
intclligcncc  based control architecture that
comprises the planner/schcdulcr, a plan
execution ct~ginc,  and a model-basccl fault
diagnosis and reconfiguration engine. “1’his
autonomy architecture rcduccs  mission costs
and incrcascs mission quality by enabling
high-]cvcl commanding, robust fault
responses, and opportunistic responses to
scrcndipitom  events. This paper dcscribcs  the
m-board  planning and scheduling component
of the 1>S 1 autonomy architecture.
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1. IN’JRODUCWON

NASA’s Ncw Millennium Program (NMP)
strives to achicvc  a “virtual prcscncc” in space
by deploying several spacccratl built  “faster,
better, and chcapcr” than traditional
spacccrafi.  Spacccrafl  autonomy is a crucial
clcmcnt  in achieving this vision. It is cxpcctcd
that autonomous spacecraft will rcdu cc
mission operations costs by taking over many
of the operations that have typically been
performed on the ground, and will improve
mission quality by being more robust to
failures and more responsive to uncxpcctcd
opportmitics  than traditional spaccc.rafi.

‘1’hc first NMP mission Deep Space Onc
(11S1 ), schcdu]cd to launch  in  1998 wi l l
feature an autonomy architect urc. ‘1’hc
ccntcrpiccc  of this architecture is the Remote
Agent (RA), an artificial intclligcncc  based

1 Nicola  Musccttola  is under contl  act f] on] Rccom ‘1’cchnologies.  Chuck Fry and Karma Rajan arc under cent] act
flot]l  Caclum Research.
2 ‘1’his  papcl dcsclibcs work performed at the Jd l’lqmlsion  1.abmato]y, California Institute of “1’cchnology,  UIICIC1
coni[act  flonl  the National Aeronautics and Space Agmcy.



control Systcnl. ‘1’hc RA is derived from Ibc
NcwMaap  tcchnolosy  dcnmnstralion  [ 1]. It
c o n s i s t s  of tbrec Conlponcnls: lIIC
l’l:lllllcl/sclic(iLllcr (~’s), tllC Ilxccu[ivc
(liXIK;) [2], and a  m o d e l - b a s e d  M o d e
ldcntificaticm  and Rccovcry cllginc (MIJ<) [3].
‘1’his paper dcscribcs the I’lal]llcr/Scllcdlllcl
COIll~)OllCld  of the ]< CnlOtC Agent.

‘1’l)c RA Icduccs  mission costs and incrcascs
mission quality in several ways. l;irst, it
rcduccs  n)ission costs by enabling high ]cvcl
commanding. ‘1’his is a flmction  botb of tbc
Ilicrtiwhical  nature of the RA architecture and
the ability to gcncratc  plans on-board. lnstcad
of pai]lstakillg]y constructing dclailcd
command scqucnccs  a s  i s rcq u i ICCJ in
traditional missions, lhc ground can cmnmand
[hc spacecraft with a handful of high-level
goals.  (hangcs  to tbc mission plan arc easily
accommodated by changing the Seals.
‘1’ransmission  costs arc also rcctuccd, since
gc)als take lCSS time to transmit than Ihcir
corrcspcmling scqucnccs.

Second, the RA rcduccs mission costs and
improve mission quality by providing robust
responses to failures that would normally
require gyound  intcrvcnt  ion. ‘1’hc 1’S provides
rcsJ~onscs  that require the abi]ily to look abcad
ald dclibcratc  a b o u t  g l o b a l  intcracticms,
whereas tbc rest of the RA hand]cs  real-time
failures rcquirin.g only local reasoning but
q~lick wactions. ‘1’lIc ability to rcspcmd  both
dclibcrativc  and reactively to failures provides
far more mbustncss than traditional missions,
and pcrlnits  substantial savings itl gtould-
o])crations rcsourccs that would otbcrwisc  bc
dcvotd  to fai 1 urc response. It also allows for
lightw  1 XN (Ilccp S p a c e  N e t w o r k  t b c
network of antennas used for deep space
collllllt]]]ic.ati(~ll)  covcragc-  roughly onc JJass
lICI’ week since tbc spacecraft is lCSS likely to
bc idle fc)l several days atlcr a failure, waiting
for the ground to respond,

]iinally, on-board planning can improve
mission quality by taking advantage of
fortuitous events, such as better than cxpcctcd
rcsourcc  consumption. ‘Ihc same process uscct
to “plan around” failures can bc used to
gcncratc  ncw plain that take advantage of a
cbangc  in spacecraft state. This capability is
important since it enables fumtamcntally  ncw
planetary exploration missions where roumJ-
trip light time (Jots not allow cffcctivc joy-
sticking of the spacecraft from l;arth.

Otgat]ixtliotl

‘1’hc remainder of this paper is organiz,cd as
follows. ll~c IJS1 mission is dcscribcd  by way
of Context il~ Section 2, IIigb level
comn]anding,  is discussed in Section 3, along
With examples O f  m i s s i o n  goals  ilnd

constraints. ‘1’hc l)S is (icscribcct  in Scctio]l  4,
the goal p[ ioriti~,ation and reject ion
mechanisms arc dcscribcct in Section 5 and tbc
fault response mechanism is discussed in
Sect ion 6 with cxan]J>lcs  from a 1)S 1 fault
scenario. OJ>J>orlunistic  rcsJ>onscs  to fortuitous
e v e n t s  arc fiiscussc(J  in sccti~n 7  al]d
conclusions aJJJ~car  in Section 8.

2. T~Iit MISSION

]n past missions, spacecraft have been fairly
large and cxJ>cnsivc (e.g. the Cassini  mission
to Saturn is budgeted for approx.  $1 billion),
and have used mostly older, cstablisbcd
technologies in favor of newer, riskier ones.
‘1’hc spacecraft and the scientific data it was
tasked with gathering were just too valuab]c  to
risk. As a rcsu]t, many of (1IC newer
technologies IIavc never bad a chance to fly,
despite tbcir J)otcntia]  aclvantagcs.

l;ntcr tbc Ncw Millennium J~rogran]  (NM])).
Its objcctivc  is to develop ncw technologies
and proccsscs  that wi 11 alJow sJ~acccraft  to bc
built ad flown “faster, better, and cllcaJ)cr”
than tra(iitional  missions. “1’here arc six
missions in the Ncw MiJlcnniunl  Jwc)gram,  of



which tl~is onc 1 )ccp Spat.c Onc (1)S 1 ) is
tbc first,

‘J’hc objcctivc  of lbc NM]’ missions is not to
d o  planclary  scicncc, but to v a l i d a t e  ncw
technologies  in flight. ‘1’hc spacccratl  arc
relatively incxpcnsivc(c.  g. tl~clJSl Mission is
capJ)cci al $138.5 million), and a]tbougb  there
is a scicncc  component ,  i t s  J3rcscncc is
primarily to stress tbc tcchno]ogics.  ‘J’bis  shift
of pr ior i t ies  allows tbc tccbnologics  to bc
dcvclopcd  and validated without worrying
about all tbc constraints imposed by typical
scicncc  missions. If the ncw tcchno]ogics
prove worthy, tbcy will bc used on future
scicncc  missions.

‘1’IIc nomina]  mission is to fly by Asteroid
3352 Mc,Auliffc  in .lanuary 1999 and t a k e  a
series of images, and tbcn to  repeat  tbc
pmccss in a flyby fbr Comet Wcst-Koboutck-
lkcmura  in .lunc 2000.  Since onc of the goals
of spacecraft autonomy  is to rcclucc  ground
operations costs, tbcrc will bc minimal gyomct
Sll])porl and v e r y  l i g h t  I}SN COVCI agc
tblougllout  tbc mission only onc pass every
two weeks.

lJS1 bas lhirtccll ncw tcc}lno]ogics aboard.
lhring cruise, while the spacecraft is closing
with tbc first cncountcr  target, validation
cxpcrimcnts will bc performed on each of tllc
ncw tccbno]ogics.  Of tbcsc tccbnologics,  some
arc mission critical. If tbcy fail, tbc rest of tbc
mission will bc seriously compromised or lost.
‘1’bcsc mission critical tcchno]ogics  will bc
validated by tbc dcmamls  of the mission itself’
as well as by spmific validation tests.

‘J’hc Remote Agent (f< A), as tbc control
systcnl for tbc spacecraft, is a critical mission
tccbnology. ‘1’bc RA c o n s i s t s  o f  t h r e e
components: tllc I’lallllcs/ScllcdLllcr  (J’S), tbc
l;xccu[ivc  (I;XI!C), and a model-based Mode
]dcntification  ami Rccovcry  cn~inc (M 1 f{).

‘1’lIc 1’S rcccivcs  a set of high-lcvc] mission
goals, citbc.r directly flom tbc ~,rom~ci or as
parl o f  a  prc-]oa(ic(i tjtissio}?  pmjlle, and
gcncratcs  a  /)/am a  s e t  of syncbroniz,c(i
proccciurcs.  Once cxccutcd,  tbcsc  collllllallds
will acbicvc  the mission goals witbou!
violating rcsoutcc, tcmJ>oral, or safct y
constraints. ‘1’hc Iixl\(: rcccivcs tbc
commamis  an[i cnsuTcs tbc corrcc.t  dispatching
of 10 W-1CVC1 commatlds  to the real-time dc~’icc
cirivcrs.  MIR lnonitors  {icvicc r e s p o n s e s  to
commands, identifies possibly faulty
components and suggests rccovcry actions to
the lixl:C.

SoInc of tbc othcl crilical  technologies arc tbc
on-board optical navigator, the ion-propulsion
engine (11’S), ami the Miniature lntcgratc(i
Camera Spcctromctcl  (MICAS).

‘1’bc on-boar(i  Ilavigator  (ictcrmincs  t h e
spacecraft trajectory an(i position bascci on
images oftbc surroun(iing  s(ar field taken on a
rcgu]ar basis (every fcw days (iuring cruise,
and more often ncal cncoan!cr).  ‘J”hc images
arc taken with tl~c MICAS camera, a new
compact (icvicc with infiarcci  (11<), ultravio]ct
(UV), and visible iigld sensors.

Unlike most missions, wbcrc velocity is
accumulated with powcrfu] chemical thrusters,
1)S1 uses an ion propulsion engines (11%),
which p,cncratcs oniy a fcw millincwtons of
force by cjcctillg cllcrgi~cd xenon partic]cs.
IIy tlmsting  almost constantly, the required
velocity can bc achicvc(i  more efficiently than
with chemical tbrustcrs,  albeit more slowly.
“1’hc 11’S cn~inc must bc shut down every fcw
(iays to take images f(~r optical navigation.

Over several Inontils, tile spacecraft C1OSCS

with tbc cncountcr  talgct  bo(iy- asteroid or
comet- ancl flies by at several kilometers pcr
sccomi, taking a scquci]c,c  of MICAS images
as it does so. ‘1’bc trajectory is updatcci over a
f c w  (iays basc(i  on increasingly frequent



images of the target. “J’hc flyby itself lasts
perhaps 400 seconds, durinc which time tllc
spacecraft must take a tightly timed scqucmc
of images and m a k e  l a s t  mil~utc course
mrrcct ions.

3. ll]GI] l,I;vIiI, COMMANI)IN(i

A Remote Agent control]cr  that includes an
o n - b o a r d  PS cnab]cs a ncw approach to
spacecraft commanding, higll-lcwl
con?lllandi]lg.  in this approach commands to a
spaccc] aft take the form of abstract directives
01” gc)(ils inslcad  of dctailcct  s t r e a m s  o f
instructions. ‘1’hc rcsponsibililics  of 1’S arc: (1)
(o select among the proposed p,oals [I1OSC  (0 bc
achicvcd  at any point  in time; (2) to
mmpromisc  bctwccn the Icvcl  of achicvcmcnt
of the sclcctcd  goals, and (3) to expand the
pmccdtjm,s  nccdcd  to acbicvc  tbc goals. l )S
Cllsurcs the satisfaction of Vario[ls
s)~]]c]lro]]i~,atioll constrains among
proccdurcs, and resolves rcsourcc  conflicts.
‘1’hc S e t of expanded procedures and
constraints among  thcm const it utcs a plarl.

III contrast, the traditional approach to
sJJacccrafi commai~ding  i s  t o  d e v e l o p  a
dctailcct  scqucncc  of time-tacgcd commancls
to tbc real-time dcvicc  drivers. ‘1’his cxtrcmcly
detailed ICVCI of commandin~  allows a high
l e v e l  of scqucncc optimi~<ation  in orclcr to
“squcczc” as much JJcrformancc  as J>ossib]c
out of tbc spacccrafi.  1 ]owcvcr,  tllc drawback
is that tcmJmral  and rcsourcc constraints and
fiuJt J)rotcction  goals also have to bc ensured
at an cxtrcmc]y dctailcct ICVCJ. ‘Ilc
cmscqucncc  is that dcvcloJ3ing  a scqucmc is a
very exacting and time consmnillg  J>roccss,
often requiring months of manual labor. OJlcc
gcncratcd,  a scqucncc  i s  v e r y  tiifficu]t  t o
modify.

‘Illc J}rimaty b e n e f i t s  of hi?)l-level
commanding wbcn comJ3arcd  to traditional

scqllcncinp, arc modularity, CXCCLI1  i on
flexibility and robustness.

With rcsJ>cct to modularity, in Remote AEcnt
the cxistcncc  of an abstract plan makes very
expl ic i t  the  hicrarchicaJ dccomJ)osition  of
responsibilities bctwccn tbc different
architectural components. ‘J’llis  hierarchical
aJJJ>roach  can greatly rcctucc  tbc amount  of
w o r k  nccctccl  to gcncratc Scqucnccs.  ‘1’hc
J>roccdurcs  in a plan tyJ}icaJly  rcprcscnt fairly
comJ}lcx scqucnccs  of instructions to the real-
time ctcvicc  drivers. ‘1’hc expansion of this
scqucncc  is acbicvcd  by 1X IiC and MIR on
the basis of the actual  execution conditions.
Since the J)lall already Icsolvcs
syncbroniz,ation and rcsourcc allocal.ion
constraints among  proccdurcs, tJlc process of
cxJ>anding an lXf;C/MIR  scqucncc  is hi~hly
locali~,cct  and, thcrcforc, grcatJy simplified.
I;xtcnsivc  validation of tbcsc small scqucnccs
i s  m u c h  simJ>lcr  than lhc v a l i d a t i o n  of
Scqucnccs gcncratcd  in t h e  t r a d i t i o n a l
approach. 1 ,ocali~,aticm  of interactions among
p r o c e d u r e s  and flexibility of pmccdurc
cxJ)amion at execution lime has also the effect
of making J>]an execution more robust  to
failures. This is ctiscusscd fhrtbcr in Section 6.

Iixccution  flcxibi]ity  depends on the fact that a
plan is not simply a time-tagged scqucncc  of
c o m m a n d s ,  l’roccdurcs  in a JJJan  can bc
potentially cxccutcct in parallel. ‘1’hc JJlall
cxp]icitly  rcJ>rcscnts  and maintains temporal
constraints bctwccn  J>rocc(iurcs. “1’hcsc derive
either from the legal conditions under which
tllc spacecraft hardware can bc oJlcralcd or
from requests from ground  oJlcrators.  l~or
example, a tcmJJoral constraint can express
that pmccdurc A must start from 30 to 60
m i n u t e s  a f t e r  JJroccdurc R, or tha t  the
cxccuticm of J>roccdurc  }1 must occur while
Jwoccdurc C is in execution, or that proccdurc
A ends exactly when proccdurc C starts. l)S
ensures the col~sistcncy of tbc network of
tcmJmral constraints in tbc plan and infers



(it}lc raIIgCLV (luring which a prcmcdurc can
starl and end. Unlike simp]c time tags, time
l-allgcs  g i v e  JiXIK~ t h e  f l e x i b i l i t y  to
c.olnpcmatc  for execution delays caused by
locally rccovcrablc failures.

Relying m an m-board  plamcr call also l~lakc
Pdult protcctim  simpler and more robust than
t r a d i t i o n a l  scqucming.  in the traciitimal
approach a scqucncc is infrequently uplinkcct
to a spacecraft and Ihcrcforc  nccxls  to i ncludc
mntingcncics  to handle a wictc variety of
failure conditions. When a major failure
occurs execution of the single on-board
scqucncc  must bc restarted, the scqucncc  must
command Ihc assessment of the ncw cxccutioll
conditions and react conditionally on the basis
of this assessment. IIccausc of the Iargc
number of possible failure conditions and the
low ICVC1 of the instructions in a sequence, the
siz,c of a robust scqucncc  can bc very Iargc and
the effort nccctcd  to buit(t it very high. l’lans
arc instcact  valid only for the execution
con(iitions  known at the time 1’S was invokcxi.
];or this reason the scqucnccs Cvcntllaily
expanded from a plan arc generally simpler
ami smalicr.  Fault  protection goals, however,
need not be compromised. When cxccut ion
conditions differ so much from the initiai
assumptions that local failure rccovcry  is
insufficient, execution of the plan stops an(i
1’S is asked for a new plan that takes into
account the ncw situation, Ilcaling with fault
conditions on an as-nccctcd basis simp]ifics
the solution of the fautt protection problcm.

It has to bc noted that some critical parts of the
mission may still bc so rcsourcc  and time
cmstrai]]ccl to require optimi~ation  at the icvci
of indivi(iual  real-time instructions. in such
cases high-]cvcl  comman(iing  allows several
altcmativc ways to adctrcss the problcm  which
alc no worse than the traditional approaches.
lror cxalni}]c,  the plan may simply inclu(ic a
sil]glc procc~iurc for the entire critical
scqucjlcc  allci IiXi:(: wiil initiate execution of

the cannc(i scqucncc  when cncountcrin[;  the
i)roccdurc.  Another possibility is to make each
i>rocc(iurc corrcspoml  t o  an indivi(iual  real-
t ime command and let 1’S gcncratc the
Scqucncc automatically. ‘1’his may bc as
comp]cx  as the traditional approach and niay
not bc cffcctivcly  adctrcsscd b y  c u r r e n t
automatcci planning technology. l;or IJS 1,
however, WC will concentrate 011
demonstrating the moctu]arity,  Jlcxibi]ity  and
robustness of higi]-level commanding leaving
a(ivanccs  ill oJ]timality  to future missions.

d. <it: Nl:flA’1’lNG 1’1 ,ANS I’}{OM CioAl S

i:igurc 1 dcscribcs  h o w  the 1)S 1 on-boar(i
planner implcmcnls  high-]cvcl  commanding.

to ctcvicc  drivers
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l?igt]m 1: I Iigh 1. f2vcl Commanding

A long-term plan covering the entire mission,
the mi,wim proj’ile, is storcct and maintained
on-board by the A4i.wion  h4a/?~igct-  (A4M). ‘1 ‘hc
MM allows ground  operations to modify
mission goals by editing the mission p]ofilc.
h4M also has the rcsponsibi]ity  to respond to
the liXl;C’s requests for ncw plans. When this
happens MM selects a ncw set of goals from
the mission profi]c, combines it with initial
state information provided by the IiXi;C and
sends it to the 1’S. ‘J’hc time horizon  covcrc(i
i~y 1’S is tyi>ically  two weeks during cruise and



a fcw day CJurillg cncountcr.  When a plan is
ready, 1’S sends it to the I; X1;C. When liX}lC
has almosl  complctcd  execution of its current
plan, it scnchs a ncw request to MM; this also
happens when the l;XliC is maintaining the
spacccratl in standby 111(X1C aflcr the
occurmncc of a major failure.

~’l{ttl  rcpmwwfoficm

Roth 1)S and MM rcprcscnt  plans using the
same kind of data structure, the ldan  datahmc.
‘J’his is organized in several parallel fimditles,
each conqwisccl  of’ a scqucncc  of /okms,  A
timclinc cicscribcs the future evolution of a
sin~lc component of the spacecraft’s state
vector. ‘1’hc set of tokens active at a given
point in time rcprcscnt  the viiluc of the state
vector at that time. Goals and procedures arc
b o t h  rcprcscntcd as tokens. };ach t o k e n
consists of a state variable descriptor
(specifying to which timclinc  the token
bclmgs),  a type (a symbolic rcprcscntation  of
the goal or proccdurc and its parameters), a
start-time, an end-time and a duration.

l~or example, there may bc onc timclinc
describing the state of the engine (warming
up, firing, or idle) and another describing the
spacecraft attitmlc (pointing to a target,
turning from target A to target B, etc.).
lixp]icit  temporal constraint synchronize
tc)kcns on separate timclincs.  l~or example, the
spacecraft attitude must bc pointing to targctl
while the engine is firing. ‘J’cnq)oral
constraints can also cnforcc  ordering of tokens
on a sillglc timclinc (e.g., the engine must
warm up for at least an hour before it fires). A
plan involving these two timclincs  is shown in
l~ifylrc  2.

“1 ‘imclincs can also rcprcscnt  the state of
rcncwablc rcsourccs, such as battery state of
Chi31gC, non-rcncwab]c rcsourccs,  such as fuc],
and aggrcgat  c rc.sources (i .c., rcsourccs  that
can bc allocated in parallel to several

consumers), such as electric power. ‘1 ‘cmporal
constraints synchronize rcsourcc al locat ion
tokens with the corresponding c.onsumcr
tokens.

Engine

[

,1~’1

warming. up file(n) i(llc

cotltaind  by
Attitude

tUI’11(/f,l]) poir]t(Il) 1[1111(1],[:)

& L. .)

I)IN’IS ?)l CC1.V

l’igurc  2: Example “1’imdincs

‘lihc type of the rcsourcc  tokens indicate
amount ~cqucstcd and the modality

the
of

consumption of the rcsourcc (c.g,, constant,
linear dcp]ction). Rcsourcc  timclincs illSO

include mechanisms to aggregate all parallel ,
requests, compare the cumulative requests
with avai labi 1 it y and prevent rcsourcc ovcr-
usc (e.g., drawing more power than is
available, or using more fuel than is allocated
for the mission phase).

‘1’hc plan database can rcprcscnt  a plan at any
stage of partial completion, lncomplctc plans
can have gaps bctwcc]l  tokens on a timclinc.
Also, all incomplete plan may include a
request for a constraint bctwccn  tokens (SCC
the section on ‘The Planning Model”) that has
not yet been implcmcntccl.  1’S will analyze the
state of a (iatabasc and add tokens and
constraints until the plan is complctc.

Whcrcvcr possihlc the plan database cxp]icitly
rcprcscnts  decision variables and constraints
among them. “1’hc database uscs constraint
propagation mechanisms to infer valid ranges
of values for variables (c.g,, start or cnd times
c)f tokens) ancl to detect inconsistcncjcs  (c.g.,.



contradictory tcnlporal  constraints bctwccn
t o k e n s ) .  “I”his rcprcscntation  allows 1’S to
concentrate on establishing constraints instead
of selecting exact values for decision
variables, an approach that often avoids ovcr-
conlmit  n~cnt errors and therefore nlininli  z.cs
backtracking on conlmitn~cnts  nladc earlier.

More representational details on the J~lan
database can be found in [4].

A ~,aljd p]al] l]ltlst  satisfy  I]lal]y  c o n s t r a i n t s ,

including ordering constraints (e. g., the
catalyst-bed heaters nlust warnl up for ninety
nlinutes  before using  the reaction cont]ol
thrusters), synchroni~,ation  constraints (e.g. the
antenna  nlust  be pointed at the 1 {arth during
uplink),  safety constraints (e.g. do not point
tbc radiators within twenty dcgrccs  of tbc
sun), and resource constraints (e.g. the
MICAS canlcra  requires fifteen watts of
power). ‘1’hcse arc all expressed as Icnlporal
constraints, or co?~/])a/i/)ilifie.s,  among  tokens.

‘1’hc planning nloctcl  is a set of colnpatibilitics
that nlust  bc satisfied in every complete  plan.
More fonmally,  a conlpatibility  is a tcn~poral
relation that nlust  bold between  a  nz(istcr
tokm ad a /aI-get tokem  whcjlcvcr the master
token appears ill tbc plan. If tbc master token
does not occur in the plan, the relation ctocs
not need to be satisfied.

A  nlastcr token can have several
colnpatibilitics. ‘] ’hcsc arc expressed as a
]Ioolcan  expression of compatibilitics  called
complibilify  trees, as shown ];i gurc 3. ‘1’hc
tree in this figure says that the state in which
(he M lCAS camera is on must bc preceded by
a state in which it is turning on, and followed
by one in which it is turning off. While the
camera is on, it consumes fifteen watts of
power.

(Ml CAS- r@ady)

:compatibilit.  ies
(ANI)

(met- b y  (MI CAS_TumiI1$J. 011) )
(mecLs (Ml CAS- Turni n$]- Off) )
(equal (REQUEST (POWeI-  I 5 ) ) )

I’igum  3: A Compatibility ‘1’rcc

Whenever a Ml CAS- Ready  token appears in
the plan, it must be prccc(ied by a
M I  CAS l’urnj ng O n  token and followed
by a M~CAS  ‘~’ur~li  ng- Off token, and the
power tinlcline  is (tccrcnlcntcd  by fifteen watts
for the duration  of the token (and nlust not go
bc]ow xcro avai lablc power for obvious
reasons).

‘1’hc input  to the 1’S is an initial state and a set
of goals. ‘1’hc output  is a pla~l that achieves the
goals wbcn executed  from tbc initial state. I;or
11S1 plans,  tbc initial state of a plan is the first
token on cacb tinlcline.

l’hc initial state of the plan nlust  nlatch  Ihc
state of the spacccrafi  at tbc tinlc the plan is
executed, Since it can take several hours to
Scncratc  a plan (the basc]inc  is eight hours),
tbc initial state provided to the 1’S is
necessarily a p r e d i c t i o n  o f  the fllture
spacecraft state.

Under nornlal  conditions, the prediction is
made by the IM1;C based on projection of the
plan it is clwrcntly  executing. Since the l)CW
plan will start at tbc end of the curren( plan,
the projcctcd  initial state of tbc next plan is the
final state of tbc current  plan. “Iihc I’S also
needs  to know at what tinlc  the new I)lan
sbou]d begin. This is also provided by the
I M t K; based on tbc earliest and latest end
tinlcs of the current plan.

in off-nonlinal  situations, there is no current
plan fionl which to project the initial state of



t h e  next plan. “Ibis bappcns  when a  non-
]-ccovcrab]c failure occurs  during  execution of
thccurrcnt  plan,  or wbcn the ground wants to
upload aprc-cicfincci (or’’canncci’’) plan.

II) t h e  c a s e  of a cannc(i plan, t h e  ground
cannel easily prcciict  the state of the spacecraft
at the tinlc  the plan will bc cxccutcd.  “1’hc
solution is to put the spacecraft into a known
state in which it can persist until the plan is
cxccutcd.  ‘1’his state is the initial state of the
p]all.

]n the case ofnon-local]y  rccovcrab]c  fai]arcs,
the rest of the plan cannot bc cxccutcd. in
:i(idition,  the l;X1;C nlay have had to take
actions not in the plan in order to gcl the
spacecraft into a safe configuration following
the failure. So the current plan cannot  bc used
to predict the future state of the spacecraft.
l:or[unatc]y,  tbc safe configuration is a stable
one. ‘1’hc cxcc uscs this configuration as the
initial state, and persists in this state until the
ncw plan is ready.

1 f the plan was aborted duc to a failed or
dcgradc(i  ~icvicc, the failure n~ust bc noted as
parl of the initial state. l~or cxatnp]c, the II’S
cllginc  may bc non-operational, or perhaps the
MICAS canlcra  is stuck on.

IH tbc case of a stuck (icvicc, the token
corresponding to the stuck state is asserted 011
the appropriate timclinc  over the entire
planning  horizon. ‘l”his  prevents the PS from
generating a plan that requires the dcvicc to
cl~angc states (the plan wou](i fi~il).  A non-
f u n c t i o n a l  dcvicc  is (icclarc(i unllsab]c  by
placing a nc)~ used token at the start of the
dcvicc’s  health tinlclinc.  ‘J’hc reason for saying
tllc (icvicc is not usab]c rather than non-
functional is so that the health of the (icvicc
can bc scparatcci fronl the (iccision to usc it.

l:or cxanlplc,  an intcrmitlcntly  failing dcvicc
may bc (icclarcd  unusab]c  by tbc liXf~C~  or the

g,mund.  ‘lhc l;XIK and MI]< can continue  to
track the dcvic.c’s health, wbi]c the l;XTK;,  I’S
and possibly the ground  reason about whether
to usc it. Since tile 1’S only cares about
usability, the tokens on the “health” tinlclincs
arc ava] I abl c and not. LISCCI..

A dcvicc  can bc available but dcgra(icd. If the
1’S needs to reason about the (icgra(icd nlodcs,
t h e y  a r c  spccificd  as argunlcnts t o  t h e
av~ii 1 at)] e token. I~or cxatnplc,  the bat{cry
capacity call bc degraded even thoNgb  the
baltcry  is still functional. “1’hc argunlcnt  of the
status lokcn indicates the n)axinlutn  charge
leve l  in amp hours  (c.g,, ziviaj  1 ah] 0(2 4),
avzii  I ah] e(20)).

Mission operations con~nlan(is  the spacecraft
through a plan ciatabasc ca]lc(i the wis,$ioll
p}-ofi/e.  On board tbc nlission  profile is
nlaintaincd  b y  a (icdicatcd  process, the
h4i.v.viojl  A4aj]agm (MM). 11S1 will bc
launched with a nlission  profile for the entire
nlission.  111 princip]c  th is  wiii a l l o w  t h e
spacecraft to achicvc  the nonlina]  nlission
without any additional uplink.  in practice,
M M  provi(ics nlcchanisn]s  f o r  groun(i
operations to c(iit tbc nlission  profile and
nlodify  the nlission  goals while in flight.

‘]hc nlission  profile is an incomplete plan with
its tokens rcprcscnting  what needs to bc
acbicvc(i  by the nlission.  Un]ikc  PS, MM dots
not attcn]pt to fill in gaps in the nlission
profile. lnstca{i,  w h e n  rcqucstc(t,  M M
dctcrnlincs  the length of the ncxl plamling
horizon, an(i selects the tokens that fall in the
horizon and need to bc sent to 1’S.
l;igurc  4 shows a rcprcscntativc 11S 1 mission
profile. ‘1’hc Waypoj  nt. s timc]inc  contains a
series of waypoj  nt. ( . . . ) tokens, each
rcprcscnting  a boun(iary  point for a scheduling
horizon,  MM dctcnnincs the lcngtb of the
sc.hcdulin[;  horizon by selecting the next



waypoi nt. tokcm such that thcm is enough

time for J’S to produce a plan bctwccn the
currcn[ time and the tinlc of occurrence of the
wa ypoi nt..

-—

comm
[:-”::..<*any*>

Navi~atc

. .. ———.
Schcclalcd cmnnl(cf~>)  I \-, .

I Navigate. . .  )  [ Navigatc(...) I J’.

Waypoint

Waypoint(facl, hattc]y, ctc)

ltigllrc  4: Goal ‘1’imdines

waypc)i nt. tokens also provide a set of
check-Jmint conditions on rcsourcc  usage that
the plan must satisfy. ‘1’hcsc check-point
conditions arc important to guarantee a well
balallcccl  achicvcnlcnt  of atl n]ission goals.
Without tllcn~ 1’S could bc free to usc a greedy
approach and COINLIJnC  all available rcsourccs
to nlaxinliz,c  goal achicvcmcnt  within a fcw
schcctulillg horizons. Since the PS’ temporal
pcrspcctivc i s  limited,  i t  i s  t h e  nlission
designers’ responsibility to provide long tcrnl
pcrspcctivc tl~rough waypc)i  r3ts.

‘1’llc  Ccmm tinlclinc  dctcxmincs  whcl] t h e
spacecraft is schcdulcrl  for con)nlunication
with p,round through a 1 )SN J>ass.  “1’bis  is done
by placin~  a schedu 1 c!d corm token on the
timclinc, with start and C])(I titncs
corresponding to tbosc of the pass. I’hc
algunlcnt  of tllc token incticatcs the
tctccollll~lllllicatioll configuration that the
gl ounct  systcnl  i s  cxJ3cctin~. ‘1’hc Coma
linlclinc  is incomplete since it contains
dunmy C*any-value*> tokens within the goat
tokens. “J’his nlcans  that 1)S has tllc ficcdcun to

fill in the gap with wbatcvcr default
procedures arc nlo]-c  convenient accor(tilig  to
the domain n]odcl.

Othcr goal timclincs  arc spccificcl simitarly.
lior cxanlJ>lc,  the navi  gat, i cJn timclinc has
navi gat-e  tokens that indicalc  how often tbc
on-board navigator shoukl  ask the spacecraft
to take images ofthc star field.

Although the n~ission  protilc is design to
express the entire nominat  mission throu[{tl a
fcw timclincs  of goal tokens, sometimes
ground  may want to force the execution of
spcciat nlancuvcrs. ‘1’hcsc c a n  o n l y  bc
cxprcsscc] throllg}l spccia] networks of
synchroni~,cd proccdllrcs.  IJor this rcasoll the
mission profile includes also all timclincs that
usually contain proccdurc  tokens expanded by
1’S. Ground has cquat access to goal atd
proccdurc  tinlclincs  ard can thcrcforc incluctc
tbc nccctcct  tokens in the nlission  profitc.  It is
inlportant  to notice that since MM and 1’S
nlakc  J1O a-Jxiory  distinction bctwccn  goals
and proccdurc  tokens, ground  can describe
nlawcuvcrs  onty in part leaving to 1)S the
rcsponsibi]ity  to cxpanct  other procedures that
nlay bc nccclc(t  to adapt to the actual execution
conditions. 3’I)csc conditions arc unknown to
ground at the tin]c of specification of the
special nlancuvcr.

Otl-lxxlrd  GO(1IS

II] addition to the goals in the nlission  profile,
goals also conic fronl on-board systcnls,  such
as the navigator. ‘1’his allows tbc spacecraft to
modify its goals, and thcrcforc  its behavior,
based on ncw knowtcdgc  that the ground  n~ay
not yet have. ‘1’his capability is particul:irly
inlporlant  since the spacecraft has only
infrequent contact with the ground, and Inay
have to act on the ncw knowledge before the
next IISN pass.



‘1’bis is especially true of navigation goals.  At
the beginning of each planning horimn,  the
1’S asks tl~cl~avigator~~~l~at  images should bc
taken and what  course  c o r r e c t i o n s  a r c
ncccssary based on images anti execution data
from the previous horizon. ‘1’hc }’S then
generates a plan that acbicvcs  these goals.

‘1’l)c goals nlust  bc generated on-board, since
waiting for the next IISN pass to downlink  the
inlagcs  and execution data, and then waiting
for the ground  to uJJlink  navigation goals is
not fcasib]c. ‘1’bis is especially true near
cllcountcr,  where several course corrections
arc nladc  within a couple days, and son]c
corrections arc only a few hours apart.

Goals gcncratcd  on-board arc treated the san~c
way as goals in the mission profik.  1 lowcvcr,
they do raise sonic intcrcsling  issues. II]
particular, on-board goals nlay conflict with
goals ill the mission profile. 1 f the goals arc
nlutual]y  exclusive, tbcn there is no plan that
will satisfy all oftbc goals.

1>S 1 addresses this problcn~  in two ways. (hc
is to prioritize the goals (see Section 5). The
lower priority goals can bc ignored, rcnloving
the conflict. “J’bc navigator’s image goals have
the lowest priority, since the navigator can
stil l  f~mction  adequately if  i t  nlisscs  an
occasional inlagc. The second approach is to
nlakc  sure that the goals arc sufficiently
flexible that there is always some way to
satisfy all ofthcm.

l’lanning Algorithm

‘1’hc planner essentially scarchcs  in tbc space
of inconlp]ctc  or partial plans [5] with
additional tcn~poral reasoning nlcchanisnls  [6
and 4]. As with n~ost  causal planners, the l)S
begins with a partial plan and attempts to
expand it into a conlplctc  plan.  ‘1’hc plan is
Colnplct  c when it satisfies all of the
conlpatibilitics  in the plan nlodcl,  and a l l  o f

the tin~clines have final tokens  that end at or
after the end of tbc plan horizon.

‘1’llc uhsatisficct conlpatibilitics  a r c  a l s o
rcfcrrcd to as opetl compatibilitics.  An o})cn
compatibility is a tcnlporal  relation that n]ust
exist between a nmler token that is already in
the plan and a target token that n~ay or nlay
not bc in the plan. l~or example ,  the
compatibility A awe~s B is open if A is in
tbc plan, but 11 is not, or if A and 11 arc in the
plan, but the tcnlporal  relation is not explicitly
cn forced.

‘1’hc I’S can satisfy an open compatibility in
onc of tbrcc ways. It can add the target tokcll
to the plan in such a way that it satisfies the
temporal rclalion;  it can adjust tllc start or cnct
tilnc  of either the target or nlastcr token in
order to satisfy tbc rc]ation; or it can ctccidc
that the relation will bc satisfied by a token in
the next planning horizon, and can tbcrcforc
bc ignored. ‘1’hcse options arc cal lcct adding,
conmxlitg, and dcfcrrirlg, respect ivcl y.
l>cfcrrcct  compatibilitics  arc nlaintaincd  in the
plan, and carried forward to tbc next planning
horizon as part of the initial state.

“1’his  basic loop is sunlnlarizcd  in l;igure  5,
b e l o w .  ];ach decision can bc nladc JIon-
ctctcrnlinistical]y,  though  in p r a c t i c e  the
decisions arc guided by heuristics. If the
wrong decisions is nladc, the 1’S will
eventually reach a dead end and backtrack. It
then tries onc oftbc other decisions.

5. c;OAI, I’[<IC)I<I’IIZA-IIC)N

Onc of tllc n)ost conmon  problcnls w h e n

[

—-.
While plal~ has opca compatibilitics:

1. pick al] opca compatibility
2. select  ad apply Iesolatioa strategy
3. ifao rcso]atioa  possible, backtrack.

.—— ——— .— -.

Figure  S: l)lanning  1 ,oop



dcwcloping  a  p l a n is the resolution of
spacccratl  rcsourcc over-slll>scril>tiolls. ‘1’tlc
problcnl  stcnls  fronl tbc fact that indcpcndcnt
sources (e.g., tbc scicncc  tcanl, tbc navigation
tcanl) con]pctc  for tbc usc of tbc linlitcd o11-
bc)ard rcsourccs. “1’hc overall nlission  goa ls
d e p e n d  on acbicving  a  carcf~ll  balallcc
bclwccIl  these potentially conflicting goals.
When a compronlisc is possible tbc PS Inusl
appropriatc]y  ctistributc tbc usc of available
rcsourc.cs. When a conlpronlisc is not possib]c,
thcll tbc I’s nlust Select Solllc  of tbc IOwcst
pl iority goals for postponcnlcnt  or outright
rejection.

‘1’)Ic  1 )S 1 ]’S syslcnl  can perform on-board all
of the fl]nctions dcscribccl above. Goals that
can bc rcicctcd  arc rcprcscntcct  in tbc nlission
profi]c as .fiwe  Iokms.  ‘] ’hcsc arc tokens that
have not yet been inscrtcct  onto a tinlclinc.
Ilcsidcs  expanding the supporting procccturc,
1’S has to first dccidc  if tbc goal token will bc
inserted in tbc appropriate tinlc]inc. PS can
intcrlcavc  this decision in the backtracking
scarcb pmccdurc clcscribcd in Section 4 and
can thcrcforc explore several goal rejection
schcnlcs  before returning a final plan.  111
practice, however, 1?S dots cannot  cxp]orc all
possible combination of free token
acbicvcnlcnts  but instcact  follows a statically
assigned prioritization scbcmc (e.g., scicncc
goals have highest priority, followcct  by
navigation goals  and tbcn by tclcn~ctry goals).
111 tllc following section wc dcscribc  cxanlplcs
of goal prioritization duc to failures that nlakc
certain rcsourccs unusab]c  by tbc l)S.

(ioal prioritization Scllcnlcs n~akc
conmlanding of tbc spacecraft easier and nlorc
robust. It is easier bccausc  goal acbicvcnlcnt
decisions can bc postponed to reflect tbc
actual conditions of execution of tbc plan,
n]aking  unnecessary cxtcnsivc  contingency
analyses in advance; it is nlorc robust bccausc
even if ground  specifics goals that cannot all
bc acl~icvcd  togctbcr,  tbc spacecraft will not

give up and continue operations by executing
a “good  Cnough’> commanding scqucncc.

6. ];A1l.(JR1i  ]{ PWONSE

‘1’bc RA provides two ICVCIS  of failure
rcsponscs- an inlnlcdiatc  reactive response,
and a Iongcr term ddihcm!ive response. ~’llis
is typical of nlany autononly  architectures
(e.g., Soal- [7], Guardian [8]). ‘1’hc rcactivc
bcbavior  provides for fast, real-tinlc responses
to failures that could (ianlagc  tbc spacecraft if
not dealt with imnlcdiatcly  like a stuck
tbrustcr  or a rapidly draining battery. C)n 11S1,
the rcactivc  behaviors arc provided by tllc
1 Xl K and M 1 R. C)ncc tbc spacecraft is
stabilized, the dclibcrativc  behavior assesses
tbc inlpact  of the failures on the rcnlaining
goals, and (ictcrmincs how to procccd  in light
of the failures. ‘1’hc dc]ibcrativc  responses arc
provictcd by the planner.

This two level response results in sinlp]cr  and
more  l-obust  i>lans. ‘1’bc plans  a r c  sinlplcr,
since they can address only the nonlinal  case
and trust that failures will bc bancilcd  properly
as they arise. I~ailurcs  arc either rcsolvc(t by
tbc rcactivc  layer and a l low tbc  plan to
continue, or cannot bc resolved, in which case
the plan breaks and the 1’S gcncratcs  another
nonlinal  plan basccl  on tbc ncw spacecraft
state.

‘Ilc plans arc also more robust. ‘1’his is partly
duc to the failure response nlcchanism, partly
clue to tbc hicrarcbical  natw-c  of tbc RA, and
parlly  duc t o  tbc plan rcprcscntation.  ‘1’hc
hierarchy allows the  tokens  in tbc p lan
correspond to fairly abstract proccdurcs, and
the plan rcprcscntation  allows tokens to have
flcxib]c start and cnd tinlcs. ‘1’bis a l l o w s  tbc
IIX1l(: considerable latituctc  in bow it cxccutcs
tokens. It can respond to failures by retrying
con]tnan(is,  or trying alternate approaches.
I’hc extra tinlc nccdcd to respond to tbc



Pdilurcs is absorbed by the flexibility in the
token’s start and end tinlcs.

II) tbc following w c  quickly  outline  tbc
si~;nificancc of plans both in tbc rcactivc  and
in tbc dc]ibcrativc  failure responses.

YIIC Reactive l(aycr

As mentioned above, tbc rcactivc  failure
responses arc hanctlcd  completely by 1X1X
atl[i MIR on a token by token basis. lhring
execution, lhc conditions of validity for each
token nlust bc held 11-LIC  for tbc entire duration
of (I]c tokcl) W]]c,,  ]  ;~];(:  c~cc~~t~s  t]}c
Iwoc.cdurc corresponding to a token in the
plan, it rc]ics on Mll< inferring tbc state of tbc
spac,ccraft dcviccs  basc{i  on tbcir tclcnlctry
and responses to l{Xli~  commands. If tbc
inferred state is inconsistent with tbc
comma[)dcd state, M1l{ .sLlggcsts  r e c o v e r y
actions to the l;Xl;[~. ‘1’hc rccovcry  action
nlust guarantee that tbc conditions of validity
for tbc token continue to hold.

]Jor example, the M l  CAS_ I’urr-li ng- On
token invo]vcs  turoing on beaters and power
switcbcs,  taking sonic calibration inlages,  etc.
If tbc MICAS p o w e r  s w i t c h  ctocs  n o t
transition to tbc on state as conlmanclcd,  tbcn
tbc Ml R nlay suggest liXli~  to rc-scncl  the
conmand, and if that fails, to reset tbc
M lC;AS canlcra.

IIcsictcs asserting validity conditions the plan
also allocates rcsourccs for cacb token within
w h i c h  rcc.ovcry nlust take place. If this
resource allocation is cxcccdccl  tbc token and
tbc plan arc dcc]arcd “broken”. I/or cxanlp]c,
tbc duration associated to each token type in
tbc 1’S nlodcl  typically has a lower bound  (tbc
tilnc ncccicd to cxccutc  the token if no failure
occurs) and an upper hound  (the tinlc ncc(icd
to cxccutc  tbc nlaxinlwn allowed nunlbcr  of
rccovcry  actions). As a result of the total
nllnlbcr  c)f tokens and tbc topology of tbc plan,

PS nlay “ c a t  u p ” some of lbc d u r a t i o n
flexibility, possibly allocating only enough
t o k e n  d u r a t i o n  to cxccutc  tbc nonlinal
proccdllrc  withollt  rccovcry.  11 i s  a l s o
important to notice that givcll tbc flcxib]c
nature of plans, slack in a plan can bc
transfcrrccl bctwccn  conncctcd  token s o  that
dlwation flexibility of tokens  WI1OSC execution
succeeds without rccovcry is nladc  available
through constraint propagation t o  flltllrc
tokens in case tbcy need it.

Ihe IMibcmtive l.qyci”- Rcpl[tnni)lg

1 f tbc Jllan  breaks, tllc lixlx: ge ts  the
spacecraft into a safe con figl]ration and
immediately asks tbc l)S for a new plan. ‘lhc
I’S assesses the impact of the fai]urc on tbc
mission goals, and attcnlpts  to develop a l]CW
plan that will acbicvc
spacecraft stale. ‘1’his
‘1’bcrc is no diffcrcncc
replanning. 7 ‘hc same
both cases. Rqdcltlt~i}~g
a plan break, whereas
nonlinal  cycle.

Wbcn a replan occurs,

ttlcnl  fronl the- current
is called twplai~nitg.
bctwccn  planning and
algorillun  is used i n

refers to planning aflcr
p/f/nning refers to the

lbc I’S nlust  assess tbc
impact of degraded or unusable devices on tbc
nlission  .goals.3  IFor goals generated o]~-boi~rd,
tbc goal gcncralors  cxanline  the r e l e v a n t
spacecraft state. If the goals arc patcnt]y
unacbicvablc,  n o  g o a l  i s  gcncratcd.  l~or
example, if tbc lPS engine is declared
Llnusable, tbcn tbc navigator will not rctllrn
goals requiring usc of the 11’S (e.g., 11’S
tl]rusting goals) ,  I f  lbc MIC;AS  canlcra is
unavailab]c, t h e n  t h e  sanlc app]ics t o
navigation imap,c goals.

-.—.——— —— -—..  - —

3 ‘1’hc  same asscsstncmt  is also ncmssaly  it] no]-[l)al
pla]l]lillg  conclitiom,  1 lowmw, the devices ale rully
func t iona l ,  and (1K Icsmrces atc at thci] ex]mtcd
Icvcls,  so thcte is no inq)acl cm the goals,



Aficr tbc obviously unacbicvablc  on-board
goals have  bccll rcmovcxl  b y  lhc ~oal
Scnerators  thcmsclvcs,  the impact of the
failures on the remaining goals is assessed by
the planning model. ‘1’bis assessment occurs as
a normal parl of tbc planning  search.

‘1’hc planning algorithm attempts  to resolve all
tbc open  compatibililics  in the plan. If one
approach fails, it tries alternates until it either
gcnctatcs a plan that sa t i s f ies  a l l  the
compatibilities,  or fails.

Knowledge aboul  the inlJ~act  of the spacecraft
state on lnissioll  goals is expressed in the
compatibilitics of the plan model. ltach of the
goals is represented as a token, ad these
tokens  have compatibilities  with tokens  on
timc]incs  rcprcscnling  d e v i c e  h e a l t h  and
spacecraft rcsouT ccs. If the resources arc not
avai]ablc,  or tbc device is not sufficiently
functional, then tllc planner will not be able to
satisfy the colnpatibilitics  on the goal token.
If there is some other way to achicvc  the goal
conlpatibililics  that does not require these
resources, then the planner will find it and
gcncratc  a plan accordingly.

If the planner cannot  find any way to satisfy
the compatibilitics,  then it will try to reject
Solllc of the g o a l s based on a Seal
prioritization scheme. 1 f it still cannot  find a
plan, then the spacecraft remains in standby
mode until the ground  can intervene during
the next IISN pass.

l;or critical events, such as encounter, there is
no tinlc  to recover even at the reactive level,
let alone tinlc to recover by replanning. 111 the
I )S 1 encounter, the MI{UAS images arc spaced
SC) tightly togctbcr that an attempt to recover
from a failure while taking one image could
result in loosing several other images. It is

better to simply move on to the next image
and hope the fault clears itself.

In traditional nlissions,  these so called critical
.wqwwcm  arc handled  by switc.bi ng to an
alternate fault control mode in which solnc
faults arc ignored but critical faults, such as
sudden 10ss of battery power, arc still handled.

in 1 )S 1, critical sequences arc handled within
the existing fault control n]ccbanisnl.  The
semantics of a few carefully selected tokens
arc changed  such that there is no way they can
fail. Specifically, the semantics of take image
arc changed  to, “attempt to take an image.”
“1’his  token cannot fail, so no rccovcl-y  actions
arc nccctcd.

‘1’bis a p p r o a c h  must be used  wi th  ~rcat
caution. All the other tokens in the plan must
be consistent with all possible outcomes of the
“critical” token. l~or example, aficr cncountcr
there arc tokens  that write the contents of the
MICAS inlagc  buffer to non-volatile storage.
“1’hcsc tokens n~ust  not require that the buffer
have inlagcs  in it, since the take image token
does not guarantee that an inlagc  will actually
be taken. “1’bc buffer n~ay well be empty.

Rc-assessments of mission goat achievement
by replanning can be also fruitful when
spacecraft capabilities arc unexpectedly
restored or when the spacecraft performs
b e t t e r  t h a n  cxpccte(i  or  when cxtcrllal
fortuitous events open the possibility of
achieving high-payoff nlission  goats. l;rom the
1)S 1 planner’s pet spcctivc  these situation arc
covered by the basic scheme described in the
previous scctiol]s. ‘1’hc Occlll”rcncc of
advantageous events  needs to be dCtCCtCd  by
1 ;Xll[; and conmlunicatecl  to the 1’S in the
initial state. Other than that, 1’S will perform
the same search ploccdure t h a t  a l r e a d y
handles the nonlinal  and failure scenarios.



As an cxan~plc of an uncxpcctcd]y  rcstorc(i
rcsourcc,  consider a situation in which 11’S has
malfunctioncci  and }!XIK breaks  the  plan,
nlakcs  11’S unavailab]c  to the PS and includes
ill the next tclcnlctry ciownlink a request for
ground to assess the situation. Assume that

dllring the next DSN pass ground is abie to
1“1111 Sonic tests and dccidcs  that the
malfunction was a fluke and II% operations
c.zln resume. IIXIE can now break the plan
cmrrcntly in execution (w}~ich  did not include
tile achicvcnlcnt  of “S1;1’ thrust accumulation”
~,oals)  an(i inlmcdiatcly rc-invoke the 1’S with
al) initial state that inc]udcs  the fact that li)S is
now availab]c.

Replanning also allows the si~acccraft  to take
advantage of better-than-cxpcctcd rcsourcc
consun~ption.  C;onsidcr a two-week plan that
aliocatcs  three kiiogranls of fuc] for cacil
\l,cck. Asslllllc  now t}~at  aflcr the fjrst Week,
the spacccrafi  has only uti]izcd  two kilograms
(the 1’S nlay have been conservative in its
cstinlatcs).  If EXIX can indcpcndcntly  track
actual rcsourcc consunlption,  it can notice the
a(ivantagcous  situation, break the current plan
and request a ncw plan. The additional fuel
couid bc used to achicvc  additional iow-
p]iority  goals that had lo bc rcjcctcd in the
oliginai  plan. This capability will not bc
explored for 1>S 1 since liXI;~  will not
incici>cncicnt]y  track rcsourcc consumption.

l~inaiiy  consider a situation in which a
si)acccraft notices volcanic eruptions on the
basis of pictures taken in the early stages of a
p]anctary  flyby. Tilis event would bc dranlatic
c])ough to grant a conq>lctc  change of the
sci cncc schcdu]c  for the rest of the flyby.
Aithough  this capability is not being explored
fbr 1>S 1, it can easily bc han(i]c(i  in the current
al ci~itccturc.  “l’he scicncc  unit would detect tile
c] uption and request an inuncdiatc  rci>lan.
IMring the rcp]an, PS asks all the on-boar(i
units for their goals. Anlong  these arc the ncw
scicncc  inlagc  goals from the scicncc unit. ‘1’hc

I’S can now consi(icr the priorities of the ncw
~,oais along witi~ the other on-board and
mission goals, and dccidc  which ones it will
actually achicvc.

8. ~ONCI ,USlONS

(In-board J~lanning is a crucial clcrncnt  of
spacecraft autonomy. It can reduce mission
costs and improve n~ission  quality by allowing
high-]cvci  conlmanding,  enabling achicvcnlcnt
of mission goals in the prcscncc of failmcs
without [;round intervention, and taking
a(ivantasc  of fortuitous events.

‘llc 1 )S 1 nlission  marks the first on-board
planner to fly on a NASA spacecraft. ‘1’ilc
validation of this technology will open the
way for future autononlous  nlissions.
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